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Abstract—Logo recognition describes the challenging task of
detecting and classifying logos in digital images and videos.
Former works approach logo recognition as a closed-set problem.
However, this approach is accompanied by several shortcomings
linked with its incapability of recognising new classes. In this
paper, we propose an open-set logo recognition method, named
REtrieval-based methodology For FEw-sample LOgo Recognition
(REFELOR). REFELOR is composed by a generic logo detector
and a feature extractor, allowing the generalization on unseen
classes, using only a few samples per logo. That is, a single-stage
generic logo detector is trained to detect logos in an input image.
Then, feature representations for the detected logos are extracted,
using the feature extractor, while the feature representations
of a database containing only a few samples per class are
also extracted. Finally, the detected logo representations are
classified to the corresponding class based a similarity search in
the representations of the aforementioned database. In addition,
a regularization technique is applied to the feature extractor,
providing further improvements. The experimental evaluation
validates the effectiveness of the proposed method, outperforming
current state-of-the-art logo recognition methods.

Index Terms—logo recognition, retrieval, few-sample, logo
detection, yolo, regularization

I. INTRODUCTION

Logo recognition refers to the process of identifying a
specific logo within an image or video using computer vision
techniques. It is linked with many applications, such as brand
gathering [1], copyright protection [2] and augmented reality
[3]. Logo recognition is a challenging task due to the unique-
ness of each logo, which can vary in terms of shape, color,
typography, and imagery, introducing inter-class variability.
Additionally, there may be different versions of the same logo,
introducing intra-class variability, making it difficult to classify
them all in the same class.

The task of logo recognition is approached in the literature
as a closed set or open set problem. In the former approach, a
model is trained on a fixed set of classes and it cannot classify
examples belonging to different classes. On the contrary, in
open set approach, a model is capable of predicting examples
belonging to classes that are not included in the original train-
ing set. That is, open set techniques allow generalization on a
wide range of unseen classes and even to entirely dissimilar
classes, rendering them suitable for real-world scenarios.

In this work, we propose an open set methodology for logo
recognition, called REtrieval-based methodology For FEw-
sample LOgo Recognition (REFELOR). More specifically,
REFELOR is inspired by methodologies proposed for address-
ing the face recognition task [4]. The proposed methodology,
as shown in Fig. 1, consists of two main components: a
single-stage detector and a feature extractor. The generic logo
detector is used to identify regions of logos in input images or
videos. Then the feature extractor is fine-tuned on the database
consisting of only a few samples per class, and it is used to
extract features both from detected logos, and the database of
logos of interest. Each class of the database is represented by
the mean vector of their feature representations. The logos are
then classified in the same class as their most similar class of
the database, in terms of a similarity metric. It should be noted
that the feature extractor is trained with a classification loss,
in contrast to other open-set methods that utilize triplet-based
losses, facilitating the fine-tuning with only a few samples per
class.

Furthermore, a regularization technique is applied on the
model used for feature extraction, in order to increase the
discrimination ability of the extracted features. The so-called
Discriminant Analysis (DA) regularizer, [5] encourages the
feature representations of each class to approach their class
centers, improving the generalization ability of the model.

The proposed methodology, which includes training first a
generic logo detector and using then a feature extractor and
a similarity search process, is appropriate for real-world sce-
narios. More specifically, considering closed-set approaches,
when new classes are introduced, the whole recognizer needs
to be retrained for incorporating new classes, requiring also
a large number of training samples, rendering them time-
consuming and computationally expensive. On the contrary,
the proposed methodology is more efficient, since when new
classes are introduced, it uses only a few samples per logo
to fine-tune the model used for feature extraction. It should
be emphasized that the step of fine-tuning is not mandatory in
the proposed methodology, however it is highly recommended
since it provides remarkable improvements. The proposed
methodology, in combination with DA regularization applied
to the feature extractor, as it is experimentally validated, pro-
vides exceptional performance, outperforming current state-of-



the-art logo recognition methods, being at the same time more
flexible and efficient.

The rest of the paper is organized as follows. A review of
previous work is provided in Section II, followed by a detailed
description of the proposed REFELOR method in Section
III. Subsequently, the experimental evaluation is provided in
Section IV, followed by the conclusions in Section V.

II. PRIOR WORK

Logo recognition constitutes a vivid topic of research for
several decades [6]. Former approaches involve the extraction
of geometric features, such as lines, vertices, and curves,
combined with localization algorithms, such as sliding window
algorithms [7]. However, these methods can be sensitive to
variations in object geometry and may not be suitable for com-
paring similar objects. Next, a wide range of methods based on
techniques, such as bag-of-words [8] have also been proposed.
Despite the potential in non deep learning (DL) techniques
for logo recognition, these methods are time-consuming with
limited generalization ability and poor performance on large
and complex datasets.

Therefore, during recent years, DL methods have been ap-
plied for addressing the logo recognition task, providing con-
siderable performance due to their ability to capture complex
patterns and features in images [9], [10]. Early DL approaches
consider closed set techniques, which rely on region proposal
algorithms to identify potential logo regions in an image,
followed by a combination of pre-trained Convolutional Neural
networks (CNNs) and Support Vector Machine classifiers [9].

More recently, open-set approaches have been developed
for logo recognition. These approaches often use triplet-based
losses with proxies [11] for training a feature extractor. A
more recent work proposes a more complex feature extractor
that extracts both visual features using a CNN and text features
using an attention head for improved performance [12]. On the
contrary, in this work we use a small-sized feature extractor
that is pre-trained on a large and diverse set of logos. To
train the model, we apply a linear layer on top of the feature
extractor and treat it as a classification problem. This design
allows for simple and efficient updating of the model when
new logo classes are introduced, unlike triplet-based loss
techniques that require significant effort in the selection and
balancing of appropriate triplets. In addition, we utilize a
regularization technique, improving the generalization ability
of the model and enhancing its performance on the entire
pipeline.

III. PROPOSED METHOD

In this work, we propose an adaptive methodology for
logo recognition, named REFELOR, drawing inspiration from
face recognition techniques. More specifically, the proposed
pipeline, illustrated in Fig. 1, consists of a generic logo
detector that detects all possible logos in an image and outputs
their coordinates. These coordinates are used to crop the
detected logos from the original input image. Then features are
extracted from these cropped images using a fast and efficient

CNN, which is fine-tuned on a database of logos of interest.
The database contains only a few sample per class. The mean
feature vector is considered for each of the classes. Finally,
the process includes a similarity search for classifying each
logo to the most similar class representation.

It should be noted that if new classes are introduced to
the problem, it is not necessary to retrain the detector nor
the feature extractor. The only required action is to add a
few samples for the new logo classes in order to calculate
their mean feature vector in the database. However, it is
recommended to fine-tune the feature extractor on the new
classes using these few samples, as this simple action can
significantly improve the performance of the feature extractor.
This makes this technique easily adaptable to new data without
being computationally expensive or time-consuming.

In the following subsections the Generic Logo Detector is
first presented, namely YOLOv5, which is adapted and trained
for logo detection. Next, the Regularized Feature Extractor
follows, that is the model used for feature extraction along
with the utilized regularization technique, which enhances its
discrimination ability. Finally, REFELOR, the whole proposed
method is presented.

A. Generic Logo Detector

We use the medium-sized version of the successful
YOLOv5 [13] detector (abbreviated as YOLOv5m), which
is adapted and trained to serve as the generic logo detector.
Different detectors could also be used [14]. The input images
are of size 640× 640, and the network architecture includes a
CSP-Darknet53 backbone, which is a Darknet53 [15] network
with a Cross Stage Partial (CSP) [16] design, followed by an
improved SPP module [17] called SPPF, a PANet module [18],
and three convolution heads specialized in small, medium, and
large logo detection, respectively. The training of YOLOv5m
is conducted using a dataset with binary labels logo/non-logo.
It is worth noting that the inclusion of a diverse range of
logo classes in the training dataset is beneficial for improving
the performance of the detector. It should also be mentioned
that the YOLOv5m detector is pre-trained on the well-known
Common Objects in Context (COCO [19]) dataset.

B. Regularized Feature Extractor

The feature extractor of the proposed pipeline is Mo-
bileFaceNet [20], a successful small-scale CNN, based on
MobileNetV2. The network is designed to accept truncated
logos of size 64 × 64 as input and generate 128-dim feature
vectors. The model provides both compact and efficient logo
representations. A linear layer is appended to the network,
allowing for training the network using Cross Entropy (CE)
loss on the database of logos of interest. Note that we have
used MobileFaceNet against MobileNet, since it performed
better and faster.

During training, we apply a supervised regularization
method, namely DA [5], which has been initially proposed
for improving the generalization ability of lightweight CNN



Fig. 1. Pipeline of REFELOR: First the generic logo detector (YOLOv5) is applied to an input image containing logos. The detected logos are cropped and
resized to 64× 64 and propagated to the feature extractor (MobileFaceNet) to transform them into 128-dim vectors. Then, comparison with the mean vectors
of each logo class of the database is performed. The logos are finally classified based on their similarity to the class representation.

models on generic classification tasks. DA regularizer is in-
spired by the Linear Discriminant Analysis [21] algorithm,
which aims to project samples of each class into a lower-
dimensional space while maximizing the separation between
classes and minimizing the within-class variability. Thus, the
DA regularizer aims to minimize the within-class variability
while the main supervised loss function preserves the between
class separability.

In this work, we apply the aforementioned regularizer in
order to improve the performance of the logo feature extraction
model, i.e., MobileFaceNet. Let X ⊆ Rd be an input space
and F ⊆ Rd be an output set, and also let the MobileFaceNet
model be defined as ϕ(·;W) : X → F , where NL ∈ N is the
number of layers and W = {W1, ...,WNL

} are the weights,
with Wl being the weights of layer l. The database of logo
images is defined as DN = {x1, ...,xN}, their corresponding
labels as YN = {y1, ...,yN}, and the representations of these
logos on layer l of the MobileFaceNet are given by ϕ(xi;W l).
Finally, we consider the set Si = {xk, k = 1, ...,Ki} of Ki

logos that belong to the same class with the i-th logo.
Therefore, the objective of the DA regularizer can be

formulated as follows:

min
Wl

J DA = min
Wl

N∑
i=1

||ϕ(xi;W l)− µi||22 (1)

where µi =
1

|Si|
∑

xj∈Si ϕ(xj ;W l).
It should be noted that the DA regularizer can be applied to

any layer. In this work, it is applied to the last layer (l = NL)
of MobileFaceNet.

As previously mentioned, a linear layer is added on the
top of MobileFaceNet, formulating a classification problem,
considering M logo classes of interest. The CE loss if used
for realizing the training. Considering as ŷi, i = 1, ...N the
outputs of the linear layer of the network, the classification
objective is formulated as:

J CE = −
N∑
i

yi log ŷi. (2)

Therefore, the model is trained both with the supervised
loss and the regularization objective:

J = λ J DA + J CE , (3)

where parameter λ controls the relative importance of the
contributed losses. Through minimization of the objective of
eq. (3), the utilized feature extractor produces representations
with enhanced discrimination ability.

C. REFELOR

In this Section we conclude the proposed REFELOR
methodology for logo recognition. As it is already mentioned,
the proposed methodology includes a generic logo detector and
a feature extractor. The feature extractor is used to represent
the database containing the logos of interest (mean vector
representations), and the logos detected using the generic logo
detector. Thus, the final step includes a search on the feature
space, using as similarity metric the cosine similarity (various
similarity metrics could also be used), in order to classify the
detected logos to the most similar classes.



Thus, let R = {r1, ..., rM}, be the mean vector representa-
tion of each of M classes of interest, and v, the representation
of a logo detected by the generic logo detector, all extracted
using the MobileFaceNet. The vector of the detected logo is
then compared with the database R, using cosine similarity:

cos sim(v, rj) =
v · rj

||v|| · ||rj ||
, j = 1, · · ·M. (4)

Then, the detected logo v is classified to the corresponding
class of the most similar mean vector rj . Finally, a threshold
value is incorporated into the technique, which defines the
minimum value of cosine similarity between the logo in the
input and the closest logo in the database. If this threshold is
surpassed, the logo is deemed unknown and rejected.

IV. EXPERIMENTAL EVALUATION

In this Section, we present the experimental evaluation of
the proposed method. We first describe the datasets utilized for
training the generic detector and feature extractor. Next, we
present the evaluation metrics used to assess the performance
of the proposed method. Subsequently, we provide details on
the implementation and experimental setup, and we finally
present and discuss the experimental results.

A. Datasets

In this work, we utilize two publicly available and well-
known datasets. The first one, Logodet3K [22], which is used
for training the generic logo detector, consists of 3,000 distinct
logos, 156,652 images that contain a total of nearly 200,000
instances of logos. However, when training the generic detec-
tor YOLOv5m, we only use the information about the logo
and non-logo classes, rather than the specific class of each
logo. To obtain the training and evaluation sets, we divide the
dataset into two subsets based on the logo classes: 80% of the
classes are used as the training set, while the remaining 20%
are used as the validation set. This allows us to evaluate the
detector’s performance on logos that it has not seen during
training, and to determine when its generalization capability
begins to degrade.

The second dataset utilized for the recognition task is
the Flickr32 [23]. Flickr32 comprises of 32 logo classes. It
includes a small training set of 320 images, a validation set of
3,960 images, and a test set of 3,960 images. It is noteworthy
that the 3,000 images within the validation set and the test set
are background images, which are characterized as building,
nature, people, and friends. This dataset, and in particular its
test set, is utilized in order to evaluate the performance of
REFELOR, while its binary version that contains only the
logo/no-logo labels, is used to evaluate the generic detector.

From these two datasets, we create two classification
datasets. Logodet3K classification dataset with 3,000 classes
and 200,000 logo images, and a training set of 176,000
(80%) logo images, and a validation set of 24,000 (20%)
images. Note that as explained below, Logodet3k can be
used for pre-training the MobileFaceNet on its 3,000 classes,
while the evaluation of the pipeline is performed on Flickr32,
considering its 32 logo classes. The Flickr32 classification

dataset has an extremely small training set of 320 images and
evaluation and test sets of 960 images each. This dataset is
used for fine-tuning MobileFaceNet and evaluating the impact
of DA. The training set of this dataset is also used to create
REFELOR’s database by extracting features from all samples
of each class and calculating their mean vectors.

B. Evaluation Metrics
In this Section the evaluation metrics of the generic logo

detector, the feature extractor and the whole pipeline of logo
recognition are provided.

In order to evaluate the performance of the generic detector
and the entire pipeline, the Mean Average Precision (mAP)
metric is used, which is a common metric for object detectors.
Specifically, we utilize a IOU threshold of 0.5 for all evalua-
tions (denoted as mAP@0.5). The performance of the classifier
and the DA regularizer are evaluated using the accuracy metric.
Finally, the performance of REFELOR’s inference speed is
evaluated using the metric of Frames Per Second (FPS).

C. Implementation Details
The proposed methodology is implemented using the Py-

torch framework. The YOLOv5m detector is fine-tuned for
15 epochs on the Logodet3K dataset with a learning rate of
1e−2, linear decay to 1e−4, SGD optimizer, and weight decay
of 5e−4. Augmentation techniques like Mosaic and MixUp are
applied to improve the training set. The best model weights
are selected based on the highest mAP value in the Logodet3K
validation set.

The MobileFaceNet is pre-trained on the Logodet3K train
classification set using CE Loss, with 300 epochs, a batch
size of 512, a learning rate of 1e−1 with linear decay to
1e−3, and simple augmentations. For the scenario of fine-
tuning with few samples, MobileFaceNet is then fine-tuned
on the Flickr32 train classification set for 120 epochs with a
learning rate of 1e−3, SGD optimizer, and batch size of 64.
The best weights are selected based on the highest accuracy
on the Flickr32 validation set. Random Rotation and Random
Perspective augmentations are applied during this stage. The
DA regularizer with a weight of λ = 5 is incorporated to boost
the model’s performance and generalization ability.

D. Experimental Setup
In this Section, we present the experiments conducted in

order to evaluate the proposed method for logo recognition.
Five sets of experiments were conducted.

In the first set of experiments we evaluate the performance
of the general logo detector. The evaluation is done on
Logodet3K validation set and Flickr32 test set, using the
metric mAP@0.5. It is also important to say that, in terms of
evaluation, logo detections were allowed to overlap by 20%,
and only logos with a detection confidence greater than 0.1%
were displayed.

In the second set of experiments, we evaluate the per-
formance of the feature extractor after fine-tuning using the
accuracy metric on the Flickr32 validation and test classifica-
tion sets. Additionally, we investigate the impact of the DA



regularizer on the model’s accuracy by comparing the results
of training with and without it on the aforementioned Flickr32
classification sets, using 10 repetitions to ensure a reliable
outcome.

The third set of experiments evaluates the performance
of the REFELOR method on the Flickr32 test set using
the mAP@0.5 metric. In the first experiment, REFELOR’s
performance is compared in three scenarios: without fine-
tuning MobileFaceNet, with fine-tuning on the few-sample
Flickr32 training set, and with fine-tuning while using the
DA regularizer. The database and the optimal threshold for
similarity search used in each scenario vary as they are based
on features extracted from MobileFacenet, which is affected
by fine-tuning and the use of the DA regularizer. The second
experiment compares the best-performing scenario from the
first experiment to state-of-the-art logo recognition methods,
which use the same evaluation set and open-set architectures.

In the fourth set of experiments, the efficiency of the
proposed method is evaluated, considering the inference speed
in term of FPS for different GPUs. Finally, in the fifth set of
experiments a qualitative analysis of the pipeline’s results on
the Flickr32 test set is presented, providing a comprehensive
understanding of the pipeline’s performance.

E. Experimental Results

The results of the first set of experiments are shown in Table
I. The detector performs better on the Logodet3K set, however
its performance on the Flickr32 set is still satisfactory.

TABLE I
GENERIC LOGO DETECTION EVALUATION

Dataset mAP@0.5
Logodet3K 69.6

The results of the second set of experiments for fine-tuning
and implementing the DA regularizer are shown in Table II.
We can observe roughly 1% improvement in performance on
both sets, which confirms the effectiveness of DA regularizer.

TABLE II
EVALUATION OF THE CLASSIFIER

Model Val Accuracy Test Accuracy
MobileFaceNet 91.6± 0.08 92.42± 0.26

MobileFaceNet + DA 92.61± 0.0792.61± 0.0792.61± 0.07 93.35± 0.1493.35± 0.1493.35± 0.14

In the third set of experiments, the performance of the entire
pipeline is evaluated. First the three scenario results of the
first experiment are shown in the Table III. The first scenario
achieves a mAP@0.5 of 57.9 which is a satisfactory result
for our approach without any fine-tuning with the samples
of the dataset of interest. The second scenario achieves a
mAP@0.5 of 60.4 which is a 2.5 improve in the performance
of REFELOR by fine-tuning the model with few samples.
Finally, in the third scenario, we achieve an increase of 1.6%,
resulting in a mAP score of 62, through the use of the DA
regularizer, demonstrating that the feature extractor exhibits

improved generalization capabilities. It is important to note
the significant improvement in mAP compared to the generic
detector stage. This occurs because the detector suggests
many regions as candidate logo regions, generating many
False Positives. These False Positives are filtered out with the
introduction of MobileFaceNet, as they do not resemble any
logo in our database. This significantly improves the Precision
of the pipeline, also leading to a significant increase in the
overall mAP.

TABLE III
LOGO RECOGNITION EVALUATION

Model mAP@0.5
YOLOv5 + MobileFaceNet 57.9

YOLOv5 + MobileFaceNet (Finetuned) 60.4
YOLOv5 + MobileFaceNet (Finetuned + DA) 626262

In the second experiment of the same set of experiments,
the proposed method is compared to two recent works, as
shown in Table IV, which also use the same evaluation set
and an open set architecture. The first work uses Faster
R-CNN for the generic detector and SE-Resnet50 [24] for
feature extraction trained with a combination of Proxy-Triplet
Loss and a Spatial Transformer Network (STN) layer. Both
the detector and extractor were trained on a custom logo
dataset named PL2K. The second work uses a Receptive Field
Block Network (RFBNet) [25] as the generic detector and
DenseNet169 [26] as the feature extractor, which is trained by
their Simple Deep Metric Learning (SDML) technique. Both
sets are trained on a custom dataset named OSLD. It achieves
its performance by fine-tuning the generic RBFNet detector
on the Flickr32 detection training set. The comparison results
indicate that the proposed REFELOR method demonstrates
superior performance as compared to state-of-the-art works.
This is attributed to the efficiency of our feature extractor
and the effectiveness of the DA regularizer. Furthermore, by
performing a small 10 epoch finetune on the generic detector
on the Flickr32 training set with binary logo/no-logo tags, as
done in the work [27], we can achieve a mAP@0.5 of 53.3%
for the generic detector and an overall mAP of 76.5% for the
whole pipeline. Despite this improvement, it is recommended
to maintain a fixed generic detector and utilizing a larger
training set would further enhance the pipeline’s generic
performance.

TABLE IV
PIPELINE COMPARISON WITH STATE OF THE ART PAPERS

Method mAP@0.5
Faster R-CNN + SE-Resnet50 [11] 44.42

RBFNet + DenseNet169 [27] 60.6
REFELOR 626262

Next, we report the results of the fourth set of experiments,
considering the inference speed, in terms of FPS. The experi-
ments concern the Flickr32 set, where the detector detects, on
average, 35 bounding boxes per image. REFELOR runs at 45



FPS on an RTX 3080, and at 35 FPS on an RTX 2080, that
is real-time.

The results of the fifth set of experiments are illustrated
in Fig. 2, where several examples of the REFELOR method
validate its effectiveness.

Fig. 2. Qualitative Results on Flickr32 test Set

V. CONCLUSIONS

In this paper, we proposed REFELOR, an open-set method
for logo recognition that is able to generalize to unseen
classes with just a few samples per logo, without the need
for retraining. Furthermore, REFELOR showed an increased
performance with fine-tuning on only a few-sample per logo
dataset and additional improvement through the use of the
DA regularizer. The proposed method achieved superior results
against state-of-the-art logo recognition methods, validating its
effectiveness.
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